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Adaptive Multisensor Acquisition via Spatial
Contextual Information for Compressive Spectral

Image Classification
Nelson Diaz, Member, IEEE, Juan Ramirez, Member, IEEE, Esteban Vera, Member, IEEE,

and Henry Arguello, Senior, IEEE

Abstract—Spectral image classification uses the huge amount
of information provided by spectral images to identify objects
in the scene of interest. In this sense, spectral images typically
contain redundant information that is removed in later processing
stages. To overcome this drawback, compressive spectral imaging
(CSI) has emerged as an alternative acquisition approach that
captures the relevant information using a reduced number of
measurements. Various methods that classify spectral images
from compressive projections have been recently reported whose
measurements are captured by non-adaptive, or adaptive schemes
discarding any contextual information that may help to reduce
the number of captured projections. In this paper, an adaptive
compressive acquisition method for spectral image classification
is proposed. In particular, we adaptively design coded aperture
patterns for a dual-arm CSI acquisition architecture, where the
first system obtains compressive multispectral projections and the
second arm registers compressive hyperspectral snapshots. The
proposed approach exploits the spatial contextual information
captured by the multispectral arm to design the coding patterns
such that subsequent snapshots acquire the scene’s comple-
mentary information improving the classification performance.
Results of extensive simulations are shown for two state-of-the-
art databases: Pavia University and Indian Pines. Furthermore,
an experimental setup that performs the adaptive sensing was
built to test the performance of the proposed approach on a real
data set. The proposed approach exhibits superior performance
with respect to other methods that classify spectral images from
compressive measurements.

Index Terms—Compressive spectral imaging, adaptive acquisi-
tion, spatial contextual information, spectral image classification.

I. INTRODUCTION

SPECTRAL image (SI) classification is an important topic
in remote sensing that aims at assigning predefined labels
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to the corresponding SI pixels. This approach has been widely
used to detect and characterize materials in a scene of interest
because of the huge amount of spatial-spectral information
provided by SIs. In particular, SI classification has been used
in various remote sensing applications such as forest classifica-
tion [1], monitoring of agricultural land use [2], and precision
agriculture [3]. In the last two decades, different pixel-based
classification approaches have been proposed to label SIs,
including methods based on support vector machines (SVMs)
[4], neural networks [5], dictionary-based sparse representation
[6], and multinomial logistic regression [7].

In general, pixel-based classification techniques suffer the
so-called curse of dimensionality [8] that degrades the labeling
performance as the number of spectral bands increases. To
overcome this drawback, various SI classification approaches
firstly resort to either dimensionality reduction (DR) or feature
extraction techniques that obtain classification attributes based
on the assumption that the relevant information embedded in
spectral signatures lies in a lower-dimensional space. In this
sense, principal component analysis (PCA) [9], independent
component analysis (ICA) [10], and kernel-based methods
[11], [12] are just few examples of DR approaches. Further,
it is well-known that considering the spatial contextual in-
formation (SCI) improves the labeling accuracy, minimizing
the salt and pepper noise in classification maps [7], [13], [14]
[15]. Despite that, traditional pixel-based classifiers do not take
contextual information into account.

On the other hand, spectral image classification methods are
typically applied to data sets acquired by scanning sensors that
obtain the entire image based on the Nyquist sampling theorem
[16] leading to a high demand in storage and transmission
needs during the acquisition process. To overcome these
drawbacks, compressive spectral imaging (CSI) has emerged
as a compressive sensing-based acquisition framework that
captures the SI relevant information in a reduced set of random
projections. The most representative CSI architecture was
presented by Wagadarikar et al. in [17]–namely the coded
aperture snapshot spectral imager (CASSI)–which modulates
and disperses the spectral density source before it impinges
into a camera detector. Furthermore, different variants of the
CASSI has been proposed such as the dual disperser CASSI
(DD-CASSI) [18], 3D-CASSI [16], and colored-CASSI [19].
In addition, a multi-sensor CSI architecture was recently used
to recover high-resolution spectral images from hyperspectral
and multispectral compressive samples [20].
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A naı̈ve approach to label SIs from compressive measure-
ments would involve the reconstruction of the spectral image,
and subsequently, the application of a pixel-based classifier to
the recovered image.

In 2014, Ramirez et al. proposed a classification method that
uses optimal coded aperture patterns in CASSI. The entries of
the coded apertures are optimized according to the restricted
isometry property (RIP). The classification is performed us-
ing a support vector machine (SVM), and nearest neigh-
bor classifier [21]. Since this method does not consider the
spatial contextual information embedded in spectral images,
its performance is severely degraded at higher compression
rates. Moreover, the CS classification algorithm exhibits high
computational costs.

Recently, two spectral image classification approaches from
multi-sensor compressive measurements have been proposed
in [22], [23]. However, these approaches do not include an
acquisition procedure that considers the spatial contextual
information in spectral images to prevent the salt and pepper
noise in classification maps. On the other hand, adaptive
acquisition schemes have been proposed to prevent saturation
in the detector [24], [25] and to improve the quality of
image reconstruction [26]. A classification approach in the
compressive domain is reported in [27] that develops an
adaptive classification scheme from DD-CASSI measurements
[18]. This approach consists of an adaptive coded aperture
design method based on a Bayesian classifier and a design
framework to obtain classification features. This technique
has been developed to solve a particular problem, and its
extension to other CSI acquisition architectures has become
a challenging issue. As far as we know, no other CSI systems,
i.e., 3D-CASSI and C-CASSI, are performing adaptive CSI
acquisition for SI classification.

This paper focuses on developing an adaptive acquisition
method to classify SI directly from multi-sensor compressive
measurements. More precisely, the proposed sensing approach
considers the spatial contextual information in spectral images
to adaptively capture the relevant spatial-spectral information
of the scene of interest, thus improving the classification per-
formance. Moreover, the proposed approach is developed for
dual-arm systems equipped with two CSI optical architectures:
3D-CASSI and C-CASSI. The contributions of this paper are
three- fold.

1) We develop an adaptive acquisition method to capture
multi-sensor compressive measurements to classify high-
resolution spectral images without resorting to a spec-
tral image reconstruction algorithm. More precisely, the
proposed acquisition approach first takes advantage of
the spatial contextual information embedded in MS pro-
jections to adaptively design the colored coded aperture
patterns of a multi-sensor compressive optical system.

2) Secondly, we propose an algorithm that extracts classifi-
cation features from adaptive compressive measurements.
This algorithm attains outstanding classification results
for a reduced set of multi-sensor compressive projections,
and it also remarkably improves the labeling accuracy as
the number of compressive snapshots increase.

3) The proposed approach outperforms other classification
methods from compressive measurements.

This paper is organized as follows. Section II presents the
observation model, which describes the optical model com-
prised of a dual-arm C-CASSI and 3D-CASSI system. Section
III describes the proposed adaptive CSI classification scheme.
Section IV outlines the results using the adaptive approach
using synthetic and experimental hyperspectral datasets. Con-
clusions are summarized in section V.

II. OBSERVATION MODEL

Notice that the proposed classification method is applied
to compressive measurements captured by dual-arm systems
based on the 3D-CASSI [16] and the C-CASSI [19] optical
architectures. Therefore, we start by presenting a brief descrip-
tion of the CASSI-based sensors. Afterward, we introduce the
proposed dual-arm architecture comprised of a high spatial
resolution system and a high spectral resolution system. A
specific description of the dual-arm-based 3D-CASSI and C-
CASSI is presented in this section.

A. CASSI based optical architectures

In order to describe the CASSI based optical systems,
consider f0(x, y, λ) as the spectral density source associated
with the scene of interest, where (x, y) represents the spatial
location and λ denotes a particular wavelength. In particular,
CASSI based architectures encode the spectral density source
by including a coded aperture that typically consists of an array
of optical filters. In this sense, the encoded spectral density can
be described as

f1(x, y, λ) = f0(x, y, λ)t(x, y, λ), (1)

where t(x, y, λ) is a function that describes the spatial-spectral
encoding operation performed by the coded aperture. Then,
the encoded field is spectrally shifted by a dispersive element.
Thus, the encoded-and-shifted spectral field is given by

f2(x, y, λ) =

∫∫∫
f1(x′, y′, λ′)

× h(x− ψ(λ)− x′, y − y′, λ− λ′)dx′dy′dλ′, (2)

where h(x, y, λ) is the impulse response of the optical system,
and ψ(λ) describes the shifting effect induced by the optical
dispersive element. In general, the sensor’s impulse response
is assumed as the Dirac delta function, i.e. h(x, y, λ) =
δ(x, y, λ). Furthermore, it is worth noting that the 3-D CASSI
system does not contain the dispersive element [16], therefore,
for this system, it is assumed that ψ(λ) = 0. Subsequently,
the encoded-and-dispersed spectral field is integrated over the
spectral sensitivity of the detector plane. In this regard, the
projected plane can be expressed as

g(x, y) =

∫
Λ

f2(x, y, λ). (3)
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Moreover, let ∆ be the pixel width of the camera detector;
thus, the intensity captured by the detector at the discrete
coordinate (i, j) can be described as

(Y)(i,j) =

∫
∆

∫
∆

g(x, y)rect
( x

∆
− i, y

∆
− j
)
dxdy, (4)

where rect
(
x
∆ − i,

y
∆ − j

)
represents the area covered by the

detector pixel at the spatial location (i, j). The expression
of the intensity captured by a CASSI based detector at the
location (i, j) is described by the discrete model shown as
follows

(Y)i,j =

L−1∑
`=0

Fi,(j−c`),`Ti,(j−c`),` + ηi,j , (5)

where F ∈ RM×N×L is a discrete version of the input spectral
image with dimensions of M×N pixels and L spectral bands.
Every element of the input spectral image is denoted as Fi,j,`
with ` as the spectral index. Notice that T ∈ {0, 1}M×N×L
is a binary cube with entries Ti,j,` that describes the spatial-
spectral encoding operation performed by the coded aperture;
ηi,j is the noise inherent to the sampling system; and c is
a factor related to the spectral shifting operation induced by
the dispersive element which typically is set to c = 1 for
C-CASSI.

Multiple snapshots are frequently required to reconstruct a
reliable version of the discrete spectral image from CASSI
compressive measurements, where each snapshot is captured
using a different encoding pattern. Hence, the intensity cap-
tured at the coordinate (i, j) and the kth snapshot can be given
by

(Y)ki,j =

L−1∑
`=0

Fi,(j−c`),`T ki,(j−c`),` + ηki,j , (6)

for k = 0, . . . ,K, where K is the number of captured
snapshots and T k ∈ {0, 1}M×N×L is the binary model of a
distinct encoding pattern used at the kth snapshot. Finally, the
vectorized CASSI compressive measurements can be obtained
as

y = Hf + η, (7)

where y ∈ RM(N+cL−c)K is the vector that contains the set
of compressive samples; H ∈ RM(N+cL−c)K×(MNL) denotes
the matrix that describes the acquisition process including
the encoding operation performed by the coded aperture, the
dispersive element effect, and the projection onto the camera
detector; f ∈ RMNL is the input spectral image in vector form;
and η ∈ RM(N+cL−c)K is the additive noise vector.

B. Dual-arm architecture based on C-CASSI

Figure 1 illustrates a representation scheme of the dual-arm
architecture based on the C-CASSI optical system. As can be
seen, the beamsplitter divides the input spectral density into
two optical paths. The upper arm, which is referred to as the
multispectral arm, is a C-CASSI sensor that contains two relay
lenses, a dispersive element, a high-spatial-resolution coded
aperture, and a high-spatial-resolution detector plane. On the
other hand, the bottom arm called the hyperspectral arm is a

3D scene

d

Objective
Lens Beamsplitter

d
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aperture Multispectral

DetectorRelay lens Relay lens

d’d d d’

Dispersive 
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DetectorRelay lens Relay lens
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Fig. 1: Schematic of the dual-arm architecture based on the colored-CASSI
optical system with a multispectral sensor and a hyperspectral sensor.

C-CASSI system equipped with a low-spatial-resolution coded
aperture and a low-spatial-resolution camera detector.

This paper proposes a spectral image classification method
from compressive measurements captured by the dual-arm
system. More precisely, the measurements captured by the
dual-arm system are adaptively obtained by considering the
spatial contextual information of the scene of interest with
the aim of improving the classification performance using a
reduced set of measurements. To this end, we also propose
two algorithms that adaptively design the encoding patterns
of both the multispectral arm coded aperture and the hyper-
spectral arm code aperture. Therefore, the multispectral arm
and hyperspectral arm acquisition processes for the C-CASSI
is described next.

C-CASSI multispectral arm: This branch captures high-
spatial but low-spectral resolution compressive samples. More
precisely, the compressive measurements obtained by the C-
CASSI multispectral arm can be modeled as

y(ms) = H(ms)D(ms)f + η(ms) (8)

where H(ms) is the measurement matrix of the compressive
multispectral arm and D(ms) ∈ R

MNL
q ×MNL is the downsam-

pling matrix of that reduces the number of spectral bands with
γ as the spectral decimation factor. The measurement matrix
that describes the acquisition system at the kth snapshot H

k

(ms)

can be defined as

H
k
(ms) =



T
(k,1)

(ms)
0M(1)×MN · · · 0M(L−1)×MN

... T
(k,2)

(ms)
· · ·

...

...
...

. . .
...

0M(L−1)×MN 0M(L−2)×MN · · · T
(k, L

q
)

(ms)


.

(9)

where T
(k,`)
(ms) = diag(T (ms)

:,:,` ) is the diagonalized version of the
`th band extracted from the binary model that describes the
coded aperture used by the compressive multispectral arm at
the kth snapshot, and 0M×N is a matrix with dimensions M×
N whose entries are zero. It is worth noting that the proposed
approach adaptively designs the measurement matrices, and
consequently the coded aperture patterns, to improve the image
classification performance.
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On the other hand, the multispectral decimation matrix can
be defined by D(ms) = Dλ ⊗ IMN , being Dλ ∈ R

L
q ×L

the matrix that averages the spectral bands of the original
datacube, ⊗ denotes the Kronecker product, and IMN ∈
RMN×MN is an identity matrix. Notice that the multispectral
image can be obtained as f(ms) = D(ms)f , and η(ms) is
the additive noise vector that contaminates the compressive
multispectral samples.

C-CASSI hyperspectral arm: This arm acquires low-
spatial resolution compressive measurements with rich spectral
information. In particular, the compressive samples captured
by the hyperspectral arm can be succinctly described as

y(hs) = H(hs)D(hs)f + η(hs), (10)

where H(hs) is the measurement matrix of the compressive

hyperspectral arm, D(hs) ∈ R
MNL

p2 ×MNL is the downsamplig
matrix with p as the spatial decimation factor, and η(hs) is the
additive noise vector. In this case, the measurement matrix
that characterizes the compressive acquisition process at the
kth snapshot can be modeled as

H
k
(hs) =



T
(k,1)

(hs)
0M

p
(1)×MN

p2
· · · 0M

p
(L−1)×MN

p2

0 T
(k,2)

(hs)
· · · 0

...
...

. . .
...

0M
p

(L−1)×MN
p2

0M
p

(L−2)×MN
p2

· · · T
(k,L)

(hs)


(11)

where T
(k,`)
(hs) = diag(T (hs)

:,:,` ) is the diagonalized version of the
`th band extracted from the binary model that characterizes the
coded aperture used by the compressive hyperspectral arm at
the kth snapshot. A detailed description of D(hs) is presented
below.

• The spatial decimation matrix D(hs) ∈ R
MNL

p2 ×MNL can
be described as D(hs) = I(hs)⊗S(hs) where I(hs) ∈ RL×L

is an identity matrix, and S(hs) ∈ R
MN
p2 ×MN , it is a

matrix that degrades spatially each band, it is given by
S(hs) = DcDr.

• The matrix Dc ∈ R
MN
p2 ×MN

p decimates the columns
of each spectral band. In more detail, Dc = Ic ⊗ GT

where GT ∈ R
N
p ×N is given by Gl = Θ

(l)
c dc where

l = {0, 1 · · · , Np − 1} corresponds to the index of the
columns of matrix G, dc ∈ RN is a vector that selects
of columns, the position of the ones are determined by
iN
p with i = {0, 1 · · · , p − 1} and Θ

(l)
c ∈ RN×N is a

permutation matrix is given by,

Θc =


0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0

 . (12)

• The matrix Dr ∈ R
MN
p ×MN decimate the rows of each

spectral band, which is given by Dr = Ir ⊗ dr where
dr = 1T is a vector of all ones such as dr ∈ Rp.

C. Dual-arm architecture based on 3D-CASSI

The compressive measurements of the 3D-CASSI preserve
better the spatial distribution of the acquired projection than
the C-CASSI compressive measurements. The compressive
measurements of 3D-CASSI are given by Eq. (6) when c = 0,
denoting the absence of dispersion in the system. In the follow-
ing are presented the measurement matrix of the multispectral
arm and hyperspectral arm.

3D-CASSI multispectral arm: The compressive samples
captured by the 3D-CASSI multispectral arm can be also
expressed by (8), where the measurement matrix representing
the acquisition system at the kth snapshot is defined as

H
k

(ms) =

[
T

(k,1)
(ms) ,T

(k,2)
(ms) , · · · ,T

(k,Lq )

(ms)

]
. (13)

3D-CASSI hyperspectral arm: The compressive measure-
ments obtained by the 3D-CASSI hyperspectral branch can
be represented by (10), where the sampling matrix at the kth

snapshot can be described as

H
k

(hs) =

[
T

(k,1)
(hs) ,T

(k,2)
(hs) , · · · ,T

(k,Lq )

(hs)

]
. (14)

III. DESIGN OF ADAPTIVE ACQUISITION

To perform the adaptive acquisition is required to compute
the contextual information of the scene. The contextual spatial
information is used to design the coded apertures. This section
describes the hardware and processing algorithm that com-
putes the contextual spatial information and the adaptive coded
aperture design. In particular, Fig. 2 shows the optical and
the processing algorithm that allows attaining the compressive
measurements and the classification maps, respectively.

A. Computation of the contextual information

Grayscale image estimation: The grayscale image is
estimated to design the coded aperture by exploiting the
spatial resolution in the multispectral arm. The intuition is
to reduce the dispersion in the captured measurement. The
acquisition of the grayscale is different depending on the CSI
architecture. For the 3D-CASSI, the colored coded aperture
of the first snapshot in the multispectral arm is set to an all-
ones matrix T (ms)

i,j,`,0 = 1, exploiting the lack of disperser. This
structure has the same effect as removing the coded aperture.
For the C-CASSI, the dispersion is reduced using a colored
coded aperture with bandpass filter T (ms)

i,j,m,0 = 1 in all the
spatial position, where m denotes the middle wavelengths. The
bandpass filter samples the central wavelengths. The purpose
of this step is to attain the first multispectral compressive
measurement Y0

(ms) with lower dispersion or approximately a
grayscale image. Equation (6) denotes the acquisition of first
and successive compressive measurements. In C-CASSI, the
compressive measurements are cropped to retain the scene’s
spatial size. The contextual spatial information is obtained
from the estimated grayscale images using two processes,
high-pass filtering, and quantization.

High-pass filter: The high-pass filtering process obtains the
components of the high frequency of the estimated grayscale
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MS Coded 
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Objective lens
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Classification
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Fig. 2: Sketch of the optical and processing algorithm of the 3D-CASSI. In the optical layer, the light of the scene enters
through the objective lens. After that, the incoming light is divided by the beamsplitter. Thus, the beam in each arm is encoded
by the coded aperture and multiplexed onto the detector. The compressive measurements are used to estimate the grayscale
image of the scene. The subsequently coded apertures are computed using the contextual spatial information of the grayscale
image estimation. At the end of the sensing process, the processing algorithm computes the classification map.

Algorithm 1 Classification using adaptive coded aperture design, and exploiting spatial contextual information in a multi-
sensor CSI.
Input: Y0

(ms) . Inputs of the algorithm.
Output: Ctest. . Output of the algorithm.

1: function CLASSIFICATION USING ADAPTIVE CODING( Y0
(ms))

2: Y
0

(ms) ← High-pass filter(Y0
(ms)) . High-pass filtering of grayscale image.

3: Γ(ms) ← Quantization(Y
0

(ms)) . Quantization of grayscale image.
4: M(ms) ← E(ms)I(ms) ⊗ 1(ms) . Matched filter in MS arm.
5: M(hs) ← E(hs)I(hs) ⊗ 1(hs) . Matched filter in HS arm.
6: Ξ(ms) ← Adaptive coding(M(ms),Γ(ms)) . Computes the position for each class solving Eq. (15).
7: Ξ(hs) ← Adaptive coding(M(hs),Γ(hs)) . Computes the position for each class solving Eq. (17).
8: [Y

1

(ms) . . .Y
W−1

(ms) ]← MULTISPECTRAL-ARM(Γ(ms),Ξ(ms))

9: [Y
0

I(hs)
. . .Y

K−1

I(hs)
]← HYPERSPECTRAL-ARM( Γ(hs),Ξ(hs))

10: R← [vec(Y
0

(ms)), . . . , vec(Y
W−1

(ms) ), vec(Y
0

I(hs)
), . . . , vec(Y

K−1

I(hs)
)]T . Spatio-spectral feature extraction.

11: Ctraining ← SVMtraining(R) . Classification labels using training data.
12: Ctest ← SVMtest(R) . Classification labels using test data.
13: return Ctest . Output of the algorithm.

image Y
0

(ms), i.e., detecting the edge of the estimated

grayscale image. The filtering is computed using Y
0

(ms)(i,j) =∑M−1
i=0

∑N−1
j=0 h(i−u,j−v)Y

0
(ms)(i,j), where Y

0

(ms)(i,j) is the
output image of the high pass filtering, h(i,j) is the filter
impulse response, Y0

(ms)(i,j) is the compressive measurement.

Quantization: In the quantization stage, the filtered image
(Y)0

(ms)(i,j) is quantized according to the number of classes
in the scene nc. Due to our approach is supervised nc is
known, then it is assumed that the step size in the quantizer
γ = nc. The typical quantizer can be seen as segmentation

method (Γ)(ms)(i,j) = γ

⌊
(Y)0

(ms)(i,j)

γ
+

1

2

⌋
, where b.c is

the floor function, γ is the quantizer’s step size. The matrix

Γ(ms) ∈ {0, γ − 1}M×N provides the prior spatial contextual
information to the algorithm. The quantization matrix in the
hyperspectral arm Γ(hs) ∈ {0, γ−1}

M
p ×

N
p that is 1

p times the
size compressive measurements Y(ms).

B. Matched filter

Once it is computed the contextual spatial information; the
coded apertures are designed using the matched filter. The
Matched filter is computed by M = EB, where E is the
average of the training samples of each class, and B are the
designed complementary filters. The complementary filters are
a set of filters that adds to an all-pass filter, avoiding the spec-
tral redundancy of compressive measurements. The matched
filter computes the spectral response between the designed



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6

complementary filters and the average training samples of each
class.

Matched filter in the multispectral arm: In particular,
the matched filter in the multispectral arm is defined as
M(ms) = E(ms)B(ms), such that M ∈ Rγ×n(ms) , where it is
assumed that γ = nc, and the number of filters n(ms) = W ,
with W the number of snapshots in the multispectral
arm. Notice that E(ms) ∈ Rγ×

L
q , where L

q is the number
of bands in the multispectral arm, and each column in
E(ms) = [e(ms):,0, e(ms):,1, · · · , e(ms):,γ−1]T is the average
of the training samples for each of the classes. In addition,
the matrix B(ms) ∈ {0, 1}

L
q ×nf(ms) are the designed filters

such that B(ms) = [b(ms):,0,b(ms):,1, · · · ,b(ms):,nf−1],
where each column in B(ms) is a part of the complementary
filter with filter’s width α(ms) = L

qW . The effect of a
complemenatary filter is sampled a different part of the
spectral signature at each snapshot. The designed filter is
B(ms) = I(ms) ⊗ 1(ms) where 1(ms) is all-ones vector such
that 1(ms) ∈ Rα(ms)×1, I(ms) ∈ RW×W is the identity matrix,
and ⊗ is the Kronecker product.

Matched filter in the hyperspectral arm: The matched fil-
ter in the hyperspectral arm is denoted as M(hs) = E(hs)B(hs),
such that M(hs) ∈ Rγ×n(hs) , where it is assumed that γ = nc,
and the number of filters n(hs) = K, with K the number of
snapshots in the hyperspectral arm. Notice that E(hs) ∈ Rγ×L,
where L is the number of bands in the hyperspectral arm, and
each column in E(hs) = [e(hs):,0, e(hs):,1, · · · , e(hs):,γ−1]T is
the average of the training samples for each of the classes.
Moreover, the matrix B(hs) ∈ {0, 1}L×nf(hs) is the designed
filter such that B(hs) = [b(hs):,0,b(hs):,1, · · · ,b(hs):,nf(hs)−1],
where each column in B(hs) is a complementary filter with
filter’s width α(hs) = L

K , which means that at each snap-
shot is capture a different wavelength. The designed filter is
B(hs) = I(hs) ⊗ 1(hs) where 1(hs) is all-ones vector such that
1(hs) ∈ Rα(hs)×1, I(hs) ∈ RK×K is the identity matrix, and ⊗
is the Kronecker product. In the succecive stage the adaptive
coding is performed from the previous matched filter.

C. Adaptive coded aperture design

To adaptive design the coded aperture entries, a sorting
process is performed over the filter to determine the order
of sampling according to the best spectral response, see Eq.
(15) and Eq. (17).

Adaptive coding in the multispectral arm: To design the
coded aperture is necessary to know the position of the filters
at each snapshot, which can be computed as follows

Ξ(ms)(:,Γ(ms)i,j) = sort(MT
(ms)(:,Γ(ms)i,j)) (15)

where sort(.) returns the sorted positions in descending order
of the filters at each class. Notice that Ξ(ms) ∈ {0, . . . ,W −
1}W×γ and the index of the filter is denoted by Ξ(ms)k,Γ(msi,j)

,
where k indexes the snapshots and Γ(ms)i,j

is the quantization
matrix that index of the classes for each entry. The design of
the coded aperture in the multispectral arm is giving by
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Fig. 3: Comparison between non-adaptive and adaptive colored coded
apertures when W = 6. The top row shows the non-adaptive random colored
coded aperture. The second and third rows depict the adaptive colored coded
apertures for the Pavia University and Indian Pines, respectively. Notice the
high correlation of the designed codes with the corresponding scene. (First
column) Denote the false color representation of the colored coded apertures;
(second column) show three slides of the 3D block-unblock representation.

T (ms)
i,j,:,k = b(ms):,Ξ(ms)k,Γ(ms)(i,j)

(16)

where b(ms):,υ is the each designed filter in the υth class.
Notice that the designed coded aperture in the `th spectral band
for the wth multispectral snapshot can be reorganize as follows
T

(w,`)
(ms) = diag(T (ms)

:,:,`,w). In particular, the L
q coded apertures in

Tw
(ms) for the wth snapshot are rearranged to yield the sensing

matrices H
w

(ms) according to Eq. (9). The random and designed
colored coded apertures are depicted in Fig. 3.

Adaptive coding in the hyperspectral arm: In the same
manner, the design of the coded apertures for the hyperspectral
arm requires the location of the filters at each snapshot, which
is denoted by

Ξ(hs)(:,j) = sort(MT
(hs)(:,Γ(hs)i,j)) (17)

where sort(.) returns the sorted positions in descending order
of the filters at each class, the matrix is Ξ(hs) ∈ {0, . . . ,K −
1}K×γ , and the quantization matrix in the hyperspectral arm
Γ(hs). The index of each filter is denoted by Ξ(hs)k,Γ(hs)i,j

,
where k is the index of hyperspectral snapshots and Γ(hs)i,j

is
the quantization matrix that index of the classes. The design
of the coded aperture in the hyperspectral arm is giving by

T (hs)
i,j,:,k = b(hs):,Ξ(hs)k,Γ(hs)i,j

(18)

where b(hs):,υ is each designed filter in the υth class. Notice
that the coded aperture in the `th band for the kth hyperspectral
snapshot is rearranged as T

(k,`)
(hs) = diag(T (hs)

:,:,`,k). In detail,
the L coded apertures in Tk

(hs) for the kth snapshot can be

rearranged as the sensing matrix H
k

(hs) using Eq.(11). Once,
the coded are designed the compressive measurements are
captured.
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D. Acquisition of compressive measurements

In the fourth stage, each arm captures a different type of
compressive measurement. At each snapshot, the multispectral
compressive measurements yk(hs) = H

k

(hs)D(hs)f + ηk(hs) are
captured, and the hyperspectral compressive measurements
yw(ms) = H

w

(ms)D(ms)f + ηw(ms) are captured. Figure 4 de-
picts an example of the compressive measurements of the
multispectral and hyperspectral arms. Notice that when the
coded apertures are spatially and spectrally complementary but
randomly distributed, a salt and pepper noise is produced over
the compressive measurements (see Fig. 4(a), and 4(b)). In
contrast, when the coded apertures are designed the salt pepper
noise is prevented (see Fig. 4(c), and 4(d)). Nevertheless,
in order to include the spatial contextual information in the
extracted features, a denoising stage is required. The following
subsection explains the denoising method, and the extraction
of features.

E. Denoising and Feature extraction

In the denoising stage, a median filter is applied over
the compressive multispectral, and hyperspectral measure-
ments Y

(hs)
i,j,k , and Y

(ms)
i,j,w to enhance the spatial contex-

tual information. To compute the output of the median fil-
ter, an odd number of samples are sorted, and the mid-
dle value is used as the output of the filter. If the filter
length is ι = 2β + 1, the filtering procedure is denoted as
Y

(hs)

i,j,k = MED[Y
(hs)
i,j−β,k, . . . , Y

(hs)
i,j,k . . . Y

(hs)
i,j−β,k], and Y

(ms)

i,j,k =

MED[Y
(ms)
i,j−β,w, . . . , Y

(ms)
i,j,w , . . . Y

(hs)
i,j+β,k], where Y

(ms)

i,j,w , and

Y
(hs)

i,j,k are the (i, j)th multispectral, and hyperspectral output,
respectively. The median filter with window’s size [7 × 7]
is performed to promote the uniformity in both compressive
measurements Y (hs)

i,j,k , Y (ms)
i,j,w .

In addition, the filtered hyperspectral measurements
Y
k

(hs) are interpolated using a bilinear interpolator P to
attain the size of the multispectral measurements, resulting
in Y

k

I(hs)
= P(Y

k

(hs)). Using the filtered compressive
multispectral measurements Y

w

(ms), and the filtered-
interpolated compressive hyperspectral measurements
Y
k

I(hs)
, the features are extracted in the matrix R =

[vec(Y
0

(ms)), . . . , vec(Y
W−1

(ms) ), vec(Y
0

I(hs)
), . . . , vec(Y

K−1

I(hs)
)]T .

Figures 4(e) and 4(f) depict the spatial and spectral
features after applying the median filter to the non-adaptive
compressive measurements. In contrast, figure 4(g), and
4(h) show the spatial Y

w

(ms), and spectral Y
k

I(hs)
features

after applying the median filter to the adaptive compressive
measurements. Notice that compressive measurements using
the non-adaptive approach attain lower spatial uniformity
Fig. 4(e) and Fig. 4(f) than the compressive measurements
obtained using the proposed adaptive design.

F. Classification

The classification is performed using as input the extracted
features of the previous step. The support vector machine
(SVM) classifier [4], using a polynomial kernel computes the

Algorithm 2 Adaptive coding and processing in the
hyperspectral-arm.

function HYPERSPECTRAL-ARM(Γ(hs),Ξ(ms))
2: for k ← 0,K − 1 do

for i← 0, Mp do
4: for j ← 0, Np do

υ ← Ξ(hs)k,Γ(hs)(i,j)

6: T (hs)
i,j,:,k ← b(hs):,υ

Yk
(hs) ← Acq(T (hs)

i,j,:,k) . Hyperspectral
measurements acquisition using Eq. (6).

8: Y
k

(hs) ←Med(Yk
(hs)) . Compute median

filtering.
Y
k

I(hs)
← P(Y

k

(hs)) . Interpolation of
hyperspectral measurements.

10: return [Y
1

I(hs)
. . .Y

K−1

I(hs)
]

class labels for training Ctraining, and the class labels for test
Ctest to each spatial position of the scene.

G. Algorithm

The algorithm 1 summarizes the proposed method. Which
has as input the compressive measurement of the multispectral
arm Y0

(ms). Using the Y0
(ms), the high-pass filter is calculated

in step 2. Following, the quantization is computed in step
3. Subsequently, the compressive measurements are captured
Yw

(ms), Yk
(hs), according to the sampling model in line 8, and

line 9. The process to obtain Yw
(ms), and Yk

(hs) is shown
in algorithm 2, and 3. In the adapting coding process, the
sampling matrix is designed using the contextual information
of the quantization matrix Γ. The coded apertures T (hs)

i,j,:,k,
and T (ms)

i,j,:,k are computed in lines 6 of algorithms 2, and 3,
respectively. The acquisition of the hyperspectral, and multi-
spectral compressive measurements using the adapted codes is
attained in lines 7, and 7 of algorithms 2 and 3. The processing
before to attain the features is composed of denoising, and the
interpolation. The denoising using median filter is conducted
in lines 8 of algorithms 2, and 3, respectively. And, the
interpolation is only performed to hyperspectral measurements
in line 9 of algorithm 2. Retaking the algorithm 1, the extracted
features denoted as matrix R are computed in line 10. After,
the classification is computed in lines 11, and 12. The output
of the algorithm is the resulting classification labels Ctest.

IV. SIMULATIONS AND RESULTS

This section analyzes the performance of the proposed
adaptive technique in terms of spectral image classification
accuracy. More precisely, the proposed method is evaluated on
synthetic compressive measurements obtained from two real
datasets: Pavia University and Indian Pines. Subsequently, the
proposed approach is tested on real compressive measurements
captured by a laboratory setup.

A. Pavia University dataset
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Algorithm 3 Adaptive coding and processing in the
multispectral-arm.

function MULTISPECTRAL-ARM(Γ(ms),Ξ(ms))
2: for w ← 1,W − 1 do

for i← 0,M do
4: for j ← 0, N do

υ ← Ξ(ms)w,Γ(ms)(i,j)

6: T (ms)
i,j,:,w ← b(ms):,υ

Yw
(ms) ← Acq(T (ms)

i,j,:,w) . Acquisition of
multispectral measurements using Eq. (6).

8: Y
w

(ms) ←Med(Yw
(ms)) . Compute median

filtering.
return [Y

0

(ms) . . .Y
W−1

(ms) ]
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Fig. 4: Denoising of compressive measurements. Multispectral compressive
measurements using non-adaptive coded apertures (a), hyperspectral com-
pressive measurements using non-adaptive coded apertures (b), multispectral
compressive measurements using adaptive coded apertures (c), hyperspectral
compressive measurements using adaptive coded apertures (d). Compressive
measurements after median filter with window size [7×7], using non-adaptive
coded apertures (e), and (f), using adaptive coded apertures (g) and (h).

The first spectral image was obtained by the reflective
optics imaging spectrometer (ROSIS-02) over an urban region
of the University of Pavia, Italy [28]. This dataset exhibits
dimensions of 640× 340 pixels and 103 spectral bands in the
wavelength interval from 0.43 to 0.86 µm. In our simulations,
we use a cropped image with a size of 256 × 256 × 96
to efficiently implement the Wavelet transform required by
non-adaptive approaches. The ground truth labeling map of
nc = γ = 9 classes is illustrated in Fig. 5(a), where every
label refers to a distinct material in the land cover.

To evaluate the performance of the proposed method, the
compressive measurements are first obtained. To this end, the

Pavia University Indian Pines

(a) (b)

Fig. 5: Ground truth. (a) Pavia University and (b) Indian pines.
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Fig. 6: Pavia University. Labeling maps from 3D-CASSI samples.
Non-adaptive approach (a) ρ = 0.085, OA:93.32% (b) ρ = 0.125,
OA:94.89% (c) ρ = 0.160, OA:95.05% (d) ρ = 0.250, OA:96.26%.
Proposed (a) ρ = 0.085, OA:99.25% (b) ρ = 0.125, OA:99.49% (c)
ρ = 0.160, OA:99.64% (d) ρ = 0.250, OA:99.68%.

HS image is generated by applying a spatial downscaling to the
high-resolution spectral image with a decimation factor p = 4.
In this case, the HS image has dimensions of 64 × 64 pixels
and 96 spectral bands. Then, we simulate the CSI acquisition
system to capture the HS compressive measurements, where
the compression ratio depends on the number of captured
shots. In this work, the proposed approach is evaluated for
two CSI acquisition systems: 3D-CASSI [16] and C-CASSI
[19]. Furthermore, we use four different compression ratios
ρ = {0.085, 0.125, 0.160, 0.250} that correspond to k =
{8, 12, 16, 24} snapshots. On the other hand, the MS image
is obtained by applying spectral downsampling to the high-
resolution image with a downscaling factor q = 4. Hence, the
MS image exhibits a size of 256 × 256 × 24. Afterward, the
MS compressive measurements are obtained for the various
compression ratios that correspond to w = {2, 3, 4, 6} shots.

1) 3D-CASSI: Fig. 6 displays the labeling maps obtained
by the proposed adaptive method from 3D-CASSI samples for
different compression ratios ρ = {0.085, 0.125, 0.160, 0.250}.
For comparative purposes, the classification maps yielded by
the non-adaptive approach [22] are also shown. We use the
support vector machine (SVM) method as a supervised classi-
fier with the polynomial kernel of degree d = 3. It is clear that
the non-adaptive approach attains lower classification values in
terms of the overall accuracy (OA) 93.32%, 94.89%, 95.05%,
and 96.26% in comparison with the results obtained using the
proposed adaptive approach 99.25%, 99.49%, 99.64%, and
99.68%, respectively. In addition, note that the compression
ratio of 3D-CASSI and C-CASSI are given by

ρ = K

(
M(N + cL− c)

p2MNL

)
+W

(
M(N + cL

p
− c)

MNL

)
(19)

where c is a parameter related to the spectral shifting of the
encoded image, k and W denote the number of snapshots
captured by the hyperspectral and multispectral arm, respec-
tively. The proposed approach attains OA= 99% using 2
multispectral shots and 8 hyperspectral shots. In contrast, the
non-adaptive approach obtains OA= 93% for the same number
of snapshots. Notice that there is a significant reduction in the
number of shots using the proposed approach.
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Fig. 7: Pavia University. Labeling maps from C-CASSI samples.
Non-adaptive approach (a) ρ = 0.085, OA:90.93% (b) ρ = 0.125,
OA:93.52% (c) ρ = 0.160 OA:94.49%, (d) ρ = 0.250, AO:96.00%.
Proposed (a) ρ = 0.085, OA:95.47% (b) ρ = 0.125, OA:96.54% (c)
ρ = 0.160, OA:97.07% (d) ρ = 0.250, OA:97.66%.

2) C-CASSI: The C-CASSI sensor is a challenging system
compared to architectures without dispersion because the
contextual information is blurred in compressive projections.
Fig. 7 depicts the classification maps obtained from C-CASSI
measurements. It also shows a comparison between the non-
adaptive C-CASSI and adaptive C-CASSI for the Pavia Uni-
versity dataset. Note that the non-adaptive approach achieves
lower classification values in the OA metric 90.93%, 93.52%,
94.49%, and 96.0% against the results obtain utilizing the
adaptive approach 95.47%, 96.54%, 97.07%, and 97.66%.
There is a reduction in the number of snapshots. The non-
adaptive approach attains an accuracy of 90.93% using 2 and
8 multispectral and hyperspectral snapshots, respectively. In
contrast, using the same number of snapshots, the adaptive
approach obtains an accuracy of 95.47%.

B. Indian Pines dataset

This spectral image was acquired by the airborne visible,
infrared imaging spectrometer (AVIRIS) over the Indian Pines,
USA [28]. The original size of the Indian Pines dataset is
145 × 145 pixels and 224 spectral bands in the wavelength
range from 0.5 to 2.5 µm. Our experiments use a cropped
image with dimensions of 128 × 128 × 96 because non-
adaptive classification approaches require dyadic dimensions
to efficiently implement the Wavelet transform. Fig. 5(a) shows
the ground truth labeling map with nc = γ = 16 different
classes that identify different crops and building structures.

1) 3D-CASSI: Fig. 8 shows a comparison of the non-
adaptive 3D-CASSI and adaptive 3D-CASSI for the Indian
Pines dataset. It is clear that the non-adaptive approach attains
low classification values in the OA metric 78.39%, 84.57%,
86.42%, and 90.82% in comparison with the results obtained
using the adaptive approach 85.56%, 90.89%, 91.76%, and
92.69% for the compression ratio 0.083, 0.125, 0.16, 0.25. The
proposed approach attains 85% of OA in classification using 2
multispectral shots and 8 hyperspectral shots. In contrast, the
non-adaptive approach obtains 78.39% with the same number
of snapshots. Notice that there is a significant reduction in the
number of shots using the proposed approach.

2) C-CASSI: Fig. 9 depicts the results using C-CASSI. It
depicts a comparison of the non-adaptive C-CASSI and adap-
tive C-CASSI for the Indian Pines dataset. The test varies the
index of multispectral and hyperspectral in the same manner
that for 3D-CASSI. Notice that the non-adaptive approach
achieves low classification values in the OA metric 87.67%,
88.78%, 90.49%, and 91.02% against the results obtained
utilizing the adaptive approach 88.85%, 90.89%, 91.00%, and
92.33%. There is a reduction in the number of snapshots. The
non-adaptive approach attains an accuracy of 87.67% using 2
and 8 multispectral and hyperspectral snapshots, respectively.
In contrast, using the same number of snapshots, the adaptive
approach obtains an accuracy of 88.85%.

C. Experiments with real data

To experimentally prove the benefit of the proposed classi-
fication approach the dual-arm C-CASSI was used to acquire
compressive measurements in the multispectral and hyper-
spectral in accordance with [29]. The apparatus is made
up of an objective lens (Thorlabs, MAP10100100- A) and
a DMD (Texas Instruments, DLI4130VIS-7XGA) to encode
the spectral image. The optical setup is composed of two
arms. The multispectral arm employs a relay lens (Thorlabs,
MAP10100100-A), a dual Amici prism (Shanghai Optics,
custom made), and a monochrome sensor (AVT, Stingray F-
080B) with 1032×776 pixels and pixel size of 4.65×4.65 µm.
The hyperspectral arm utilizes a 4F-relay system build using
two lenses (Thorlabs, AC254-100-A-ML), with a transmis-
sion diffraction grating (Thorlabs, GT50-03, 300 grooves/mm,
17.5o groove angle) in the middle, and a monochrome sensor
(AVT, Stingray F-080B).

Hereinafter, the evaluation of the performance of the pro-
posed classification approach is presented. One target scene,
named Hen is used to evaluate the performance of the com-
putational classification setup. In particular, figure 10 depicts
the ground-truth and the RGB version of the scene using
the testbed implementation. The test use measurements data
of 3D-CASSI, C-CASSI optical setup. A combination of
multispectral and hyperspectral snapshots w = {2, 3, 4, 6} and
k = {8, 12, 16, 24}, respectively. The spatial resolution of the
emulated dataset is 512 × 512, and spectral resolution is 96
bands, and nc = 4. To compare, figures 11, and 12 shown
the classification map obtained using the non-adaptive and
adaptive approach the 3D-CASSI and the adaptive C-CASSI.
A significant improvement is shown when the compression
ratio is ρ = 0.085, 1.43% for the 3D-CASSI, and 18.44%
C-CASSI.

V. CONCLUSION

A method that adaptively designs the coded apertures to
classify multispectral and hyperspectral compressive measure-
ments of spectral images has been developed. In detail, the
approach captures a prior estimation of the grayscale image
in the multispectral arm using a coded aperture with all entries
with a bandpass filter to reduce the dispersion of the measure-
ment of the first snapshot. The discrete mathematical model
to design adaptive colored-coded apertures of the dual-arm
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Fig. 8: Indian Pines. Labeling maps from 3D-CASSI measurements.
Non-adaptive approach (a) ρ = 0.085, OA:78.39%, (b) ρ = 0.125,
OA:84.57%, (c) ρ = 0.160, OA:86.42%, (d) ρ = 0.250 OA:90.82%.
Proposed (a) ρ = 0.085, OA:85.56%, (b) ρ = 0.125, OA:90.89%,
(c) ρ = 0.160, OA:91.76%, (d) ρ = 0.250, OA:92.69%.
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Fig. 9: Indian Pines. Labeling maps from C-CASSI measurements.
Non-adaptive approach (a) ρ = 0.085, OA:87.67% (b) ρ = 0.125,
OA:88.78% (c) ρ = 0.160, OA:90.49% (d) ρ = 0.250, OA:91.02%.
Proposed (a) ρ = 0.085, OA:88.85% (b) ρ = 0.125, OA:90.89% (c)
ρ = 0.160, OA:91.00% (d) ρ = 0.25, AO:92.33%.

CSI is presented. The approach filter, and quantize the prior
estimation of the grayscale image according to the number of
classes. Moreover, the matched filter design the coded aperture
by computing spectral response between the designed filters
and the average training samples. The performance of the
proposed classification approach is assessed on two spectral
datasets under the OA metric. The simulation test also shows
a remarkable improvement in the accuracy classification in
up to 99.68% in the OA metric. According to the simulation
results, a significant reduction in the number of snapshots in

Groundtruth of the scene RGB version of the scene.

(a) (b)
Fig. 10: (a) Groundtruth of the scene, which is composed of nc = 4, and
(b) an RGB version of the scene.
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Fig. 11: Classification maps of Hen dataset using non-adaptive coded
aperture 3D-CASSI against adaptive coded aperture 3D-CASSI obtained by
(a) Non-adaptive with ρ = 0.085, AO:97.76%, (b) Adaptive with ρ = 0.085,
AO:99.19%, (c) Non-adaptive with ρ = 0.125, AO:98.10%, (d) Adaptive
with ρ = 0.125, AO:99.24%, (e) Non-adaptive with ρ = 0.16, AO:98.67%,
(f) Adaptive with ρ = 0.16, AO:99.11%, (g) Non-adaptive with ρ = 0.25,
AO:99.11%, (h) Adaptive with ρ = 0.25, AO:99.19%.

the hyperspectral and multispectral arm is achieved using the
proposed approach. Notice that the approach is successfully
implemented on real compressive measurements. The testbed
implementation shows a significant improvement in the overall
accuracy.
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Fig. 12: Classification maps of Hen dataset using non-adaptive coded
aperture C-CASSI against adaptive coded aperture C-CASSI obtained by (a)
Non-adaptive with ρ = 0.085, AO:80.74%, (b) Adaptive with ρ = 0.085,
AO:99.18%, (c) Non-adaptive with ρ = 0.125, AO:84.35%, (d) Adaptive
with ρ = 0.125, AO:98.6%, (e) Non-adaptive with ρ = 0.16, AO:97.03%,
(f) Adaptive with ρ = 0.16, AO:98.6%, (g) Non-adaptive with ρ = 0.25,
AO:97.9%, (h) Adaptive with ρ = 0.25, AO:98.19%.

help with testbed experiments.
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